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PREFACE

Between 1985 and 1969, two Air Force Geophysics Laboratory

Contracts with the lead author supported research on the use of

twind profiler data for meteorological analysis and forecasting.

The first contract was F19628-85-K-O011, and dealt with the de-

velopment and use of software for processing of wind profiler

data for meteorological analysis and forecasting. Graduate stu-

dents Cathy Carlson and Paul Neiman began their M.S. research un-

der that contract. The final report of that contract (Forbes et

al., 1989) describes the framework upon which the research of the

second contract was based.

This manuscript is a somewhat delayed publication of the fi-

nal report on the second contract, F19628-86-C-0092; delayed long

enough for the graduate student research begun under the contract

to reach completion. This second final report introduces a set

of research topics which have been pursued in greater detail than

in the course of the first contract; primarily the research of

the lead author and graduate students Tim Dye and Ming-Tzer Lee,

partially supported by AFGL. A complete reporting of their re-

search is being made available concurrently, through submission

of their M.S. Theses to AFGL. The second contract also supported

the research of Larry Knowlton (1987) and the completion of the

research of Cathy Carlson (1987a,b) and Paul Neiman (1967). Cop-

ies of each of these M.S. Theses are available from Greg Forbes

at Penn State.
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The topics treated by the M.S. Fheses caj be Lapsulized as

follows:

Carlson Thesis: Calculations using a triangle of wind

prof il ers

Neiman Thesis: Thermodynamic information estimated from
t

single-station profiler winds

Knowlton Thesis: Frontal zone structure and circulations

Dye Thesis: Mesoscale precipitation bands

Lee Thesis: Time-space-conversion analysis of profiler

and rawinsonde data

iv
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1. INTRODUCTION

Meteorologists inspecting a satellite image cannot help but

be amazed by the complexity of cloud patterns present, in terms

of varietv of shapes and scales of features. In many instances,

particularly during (but not limited to) the "convective season",

the patterns shown may bear little re ,emblance to the idealized

cloud patterns which should accompany synoptic-scale, quasi-geo-

strophic travelling waves. Even during the winter, there can be

significant mesoscale features in thF satellite imagery which

"distort" the otherwise-synoptic-scale cloud patterns. It is

partly in this context that the research reported herein has been

performed: as an effort to identify the character of the meso-

scale c~rculations which accompany some of the travelling non-

convective mesoscale features detectable in satellite imagery.

Weldon (1979) has described and documented the relationship

between large-scale cloud patterns seen in satellite imagery and

certain kinematic and dynamic properties of the atmosphere in

which they occur. In particular, cloudy regions are often rela-

ted nearly uniquely to regions experiencing positive vorticity

advection (which is related to upward vertical velocity in quasi-

geostrophic models of the atmosphere, for example). The western

(upstream relative to the movement of the cloud pattern) limit of

the cloud pattern is often found near the mid-tropospheric trough

axis, where vorticity advection is nearly zero, and clear skies

are usually found farther upwind where the vorticity advection is

negative (and subsidence is occurring). The eastern (downwind)

limit of the cloud p?*f-=n is often found near the mid-tropos-

I
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pher i c r i dge ax i s.

When the atmosphef e posesses a marked rotaLion (vorticity)

center, the cloud pattern tends to spiral about that center into

the shape of a comma. In the presence of a vorticity center that

is dominated by contribution from lateral wind shear rather than

curvature of the flow, the cloud pattern assumes the shape of a

stretched "S", often termed a baroclinic leaf.

Sharp edges of cloud bands are often associated with regions

where the wind field posesses a large deformation component. One

such region of this type is on the northwest (northern-upstream)

edge of a large-scale comma cloud or baroclinic leaf. Another

region of this type is on the northwest (upstream with respect to

the system translation) edge of the cloudy "tail" of the comma

cloud. This is a confluence zone, and the cloud edge is associ-

ated with the axis of the jet stream. Carlson (1980) has shown

that the clear and cloudy airstreams adjacent to the cloud edges

have followed quite different trajectories. The cloudy airstream

has ascended from a relatively warm, moist origin, while the

clear airstream has had a history of previous descent and a

colder, drier origin.

In this paper it is assumed that the reader is rather famil-

iar with the principles described in the above-cited references,

such that further discussion and illustration is unnecessary.

What will be discussed in this paper are studies that have impact

upon the application of these types of principles to day-to-day

situations where (1) the shape of the cloud pattern may not be

idea", or (2) the features are ui smaller scale. Chapter 2

2
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(adapted from Forbes and Bankert, 1987 and Lee, 1990) examines

the atmospheric structures accompanying some of the cloud pat-

terns and the surface weather affiliated with them, via detailed

analyses of wind fields involvitig time-space conversion of hourly

profiler-measured horizontal winds and rawinsonde winds and tem-

peratures. Chapter 3 is a related study (adapted from Dye,

1990), using profiler three-dimensional winds at 5-minute inter-

vals (or less) to examine the structure of meso-beta-scale pre-

cipitation bands. In Chapter 4 (adapted from Knowlton, 1987),

winds from 2- and 3-station wind profiler networks are used to

examine the circulations associated with atmospheric fronts.

2. TIME-SPACE CONVERSION OF PROFILER WINDS AND RAWINSONDE DATA

FOR DETAILED STUDIES OF CYCLONE SUBSTRUCTURES

2.1 Principles of Time-Space Conversion

Time-space conversion techniques have been used for many

years to determine the approximate structure of weather systems

that are too small to be sampled by simultaneous measurements

from the available weather station networks. The object of the

time-space conversion is to take advantage of the ability to make

frequent measurements at a few locations while the weather system

passes overhead. Temporal changes of a parameter P are trans-

formed to spatial gradients via

AP - APm=. ICI-
At As

where [C is the speed of movement of the weather system and AS

3
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is a distance in the direction toward which the system is moving.

The underlying assumption of the time-space conversion tech-

nique (2.1) is that the weather system is in a steady state dur-

ing the period in which time-space conversion is applied. During

such a period, a derived "simultaneous" spatial analysis is ob-

tained by plotting the observation of parameter P at a location

displaced from where it was measured, by distance

As = ICL.! , (2.2)

where At is the time difference between the observation and the

reference (analysis) time, t = tref - tobs. For a weather sys-

tem moving eastward, observations taken earlier than the refer-

ence time are plotted as if they were taken at a location east of

the actual point of observation (c.f., Fujita, 1963). Observa-

tions taken later than the reference time are plotted as if they

were taken at locations west of the actual point of observation.

Actually, it is often necessary to perform the time-space

conversion more carefully than suggested by the simple explana-

tion above. A rigorous treatment must consider that the observed

quantities may be the combined results of a mesoscale weather

system travelling within a synoptic-scale environment, and moving

with a velocity different from the larger-scale weather system in

which it is embedded. In a typical case, the large-scale envir-

onmental fields are either moving slower than the mesoscale sys-

tem or are quasi-stationary. A rigorous procedure, then, must

separate the mesoscale perturbation quantities from the prevail-

ing large-scale fields, and apply the time-space conversion only

to the perturbation quantities.

4
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Most studies involving time-space conversion have been per-

formed on mesoscale convective systems, most notably by Fujita

(1955, 1963). For these systems, which evolve rapidly, the per-

iod of time-space conversion is necessarily short. During these

short periods, the weather systems move relatively small dis-

tances with respect to the large-scale environment in which they

are embedded. In addition, the large-scale gradients are usually

quite weak and the large-scale wind speeds rather weak. This al-

lows the simple displacement of observations as a reasonable ap-

proximation to the more complicated displacement of perturbation

quantities. However, when the time-space conversion technique is

used with respect to larger weather systems which can be consi-

dered steady state for longer periods, perturbation quantities

must normally be used.

When time-space conversion periods are long, the moving wea-

ther system may travel through a sufficient distance that the

background valuei of pressure, temperature, and humidity in the

large-scale environment may change. Because of this, at first

contemplation the perturbation concept may seem inconsistent with

the steady-state assumption, and material advection of conserved

quantities (as first indicated above) might seem to be correct.

However, it must be remembered that even under adiabatic condi-

tions the local change of temperature is controlled by a balance

of horizontal advection, adiabatic warming or cooling, and mix-

ing. The mixing ratio is, similarly, affected by horizontal and

vertical advections and mixing. Thus, because most mesoscale

systems are characterized by appreciable vertical velocities and,

5
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hence, adiabatic temperature changes and vertical fluxes, a

steady-state mesoscale system (with a steady pattern of vertical

velocities) must be treated as producing a perturbation on a

large-scale background.

The concept of a moving perturbation (as opposed to advec-
a

tion of conserved values) also applies to air velocity, but with

some subtleties owing to the vector character of this quantity.

Figure 2.1 shows, by illustration, the manner in which perturba-

tion velocity components must be computed and displaced. Because

the large-scale flow pattern may contain curvature, mesoscale

weather systems may change orientation perceptibly after a period

of more than a few ('3-6) hours. Perturbation quantities u' and

v" must, therefore, be computed in the natural system-oriented

(or curved mean-flow) coordinate system, as opposed to a geo-

graphic (N-S-E-W) system. When the mesoscale system is charac-

terized as inducing perturbations in the along-axis direction

(n) and the axis-normal direction (s), the perturbation quanti-

ties in this frame of reference will tend to be conserved. If

the system is steered by the mean flow, the s and n directions

can be thought of as being along and normal to the system move-

ment, respectively.

The time-space converted winds were obtained in the follow-

ing manner. (1) Large-scale wind fields (U, V) were obtained at

multiple levels in the manner discussed in the next paragraph.

(2) Since the axis of the pressure trough associated with the

comma cloud system was oriented approximately normal to the mean

flow, perturbation velocities with respect to the curved mean-

6
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N N

INI

Figure 2.1I. Schematic diagram depicting the movement of a sinu-
soidal disturbance through a curved preval in~g meals flow
(dashed). Total streamlines (heavy lines) represent the total
velocity field at two times, composed of prevailing mean flow U,
and along-movement and along-axis perturbations, u and v.

wind (s, n) reference system were computed for individual obser-

vations. (3) Velocity of the moving weather system, C', (the cor -

ma cloud in the example which follows) was obtained from satel-

lite imagery. (4) The time-space converted total wind velocities

at the reference time were obtained by displacing the perturba-

tions to their appropriate locations using (2.2) and then per-

forming the addition

Vtotal =(u' U)s + v'n , (2.3)

where Vtota: is the vector velocity at the displaced location, u"

* and v ° are the perturbation quantities, U is the large-scale mean

A A
velocity at the displaced location, and s and n are oriented

along and normal to the mean flow at the displaced location.

The large-scale prevailing fields can be obtained either by

spatial averaging of simultaneous data over distances comparable

7
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to the scale (wavelength or diameter) of the mesoscale system or

by temporal averaging of data over an interval comparable to the

period (time required for passage of the entire mesoscale system)

of the moving system. The latter technique was used in this re-

search to obtain mean fields, while both temporal and spatial av-

eraging was used to obtain the large-scale steering velocities.

The procedure described above was developed by Forbes and
p

used to examine the case of 19-20 January 1987 (Forbes and Bank-

ert, 1987). That case study was performed via hand calculations

and analyses of the mean and perturbation quantities. Once this

"pilot project" showed considerable prospects for future applica-

tions of the technique, a computer-based scheme was developed by

Lee (1990), involving only a modest amount of forecaster interac-

tion. This interaction involved the selection of the appropriate

translation velocity of the weather system under consideration.

Several options were investigated, including (1) the insertion of

a constant value at all locations of the domain; (2) the use of

the mean winds in a "steering layer" (5-6 km) and spatially aver-

aged (1000 km radius; to represent the synoptic-scale steering

flow), which varied from location to location, as a surrogate for

a translation velocity; (3) an adjusted "steering" wind, which

varied from location to location and consisted of the "steering

layer" wind multiplied by a constant and rotated by a constant.

These constants were determined by comparing the subjectively

computed (satellite-based) translation speed and direction with

the "steering layer" wind speed at the location of the center of

the feature under examination. Thus, if the feature was moving

8
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faster than and to the right of the mean wind, for example, then

the translation speed was taken to be the mean "steering layer"

speed multiplied by a constant (greater than 1) and the transla-

tion direction was taken to be the mean "steering layer" direc-

tion augmented by a constant. The latter scheme generally gave

results most consistent with the findings of Weldon (1979) and,

therefore, was considered best.

2.2 Time-Space Conversion Applied to Analysis of a Cyclone with
Embedded Mesoscale Snow Bands

In the analyses that follow, temporal averaging was per-

formed using rawinsonde and wind profiler data for a 36-hour per-

iod. This represented four 12-hourly rawinsonde observations and

37 hourly wind profiler observations between 0000 UTC on 19 Janu-

ary 1987 and 1200 UTC 20 January 1987, inclusively. Perturbation

quantities were computed from the rawinsonde observations at 1200

/19 and 0000/20, and from wind profiler observations between 1200

/19 and 0500/20. The reference time for the analyses was selec-

ted as 1930 UTC by Forbes and Bankert (1987), which was at a time

approximately midway between two brief heavy snow events which

occurred within the profiler network in Pennsylvania. Lee (1990)

performed the time-space conversions for an analysis time of 1800

UTC on 19 January 1987. In order to facilitate the use of wind

profiler data without estimation of the heights of the pressure

surfaces, analyses were performed at constant altitudes.

Figure 2.2 shows the large-scale mean flow at 4.6 km MSL,

hand-computed by Forbes and Bankert (1987). The large-scale flow

9
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Figure 2.2. 36-hour mean velocity at 4.6 km on 19-20 January
1987. All winds are from rawinsondes except for the two sites in
Pennsylvania showing speeds of about 22.5 m/s, which are from VHF
(about 50 MHz) Doppler radar wind profilers: (c) Crown, PA; (s)
"Shantytown" or McAlevys Fort, PA.

is characterized as having a jet stream extending from Mississip-

pi to Virginia, and much weaker winds in the central Midwest. A

weak long-wave trough axis is suggested (from wind shifts) across

Missouri to eastern Ohio, to east of James Bay. The wind pro-

filer mean winds (37 observations) blend in well with the rawin-

sonde mean winds (4 observations), to within the accuracy expec-

ted from the rawinsonde values. Objective mean wind fields com-

puted by Lee (1990) are very similar.

10
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Figure 2.3 is a sequence of satellite images that ihows the

presence of a well-developed comma cloud system, having a head

and tail easily identified in the imagery. The mid- and upper-

tropospheric rotation center is only partly surrounded by clouds,

but can be detected over extreme southeastern Missouri at 1201

UTC (Fig. 2.3a), extreme western Kentucky at 1501 UTC (b), south-

eastern Indiana at 1801 UTC (c), and over southeastern Ohio at

2101 UTC (d).

Figs. 2.3e and f give enlarged visible imagery views of a

portion of the comma cloud, revealing two abrupt cloud edges (or

walls). One runs nearly south-north from northwestern Georgia to

the western tip of Lake Erie at 1431 UTC (Fig. 2.3e) and from

central North Carolina through central Pennsylvania and a bit

farther northward at 1931 UTC (Fig. 2.3f). This cloud edge is

affiliated with the warm conveyor belt (Carlson, 1980)., having

sharp west edge co-located with the axis of the upper-level jet

stream. The second cloud edge, curving from western Ohio into

southeastern Missouri at 1431 UTC (e) and from northwestern Penn-

sylvania to Lake Erie to northwestern Ohio at 1931 UTC (f), is

associated with the cold (easterly) conveyor belt (Carlson,

1980).

Beneath the comma cloud, a significant winter storm was oc-

curring, with many locations receiving moderate to heavy snow.

Figure 2.4 is the surface chart for 1800 UTC, and reveals a dis-

torted cyclone center stretching from central Ohio toward the

southwestern corner of Pennsylvania, and then into West Virgin-

ia. A cold front extends from the cyclone center along the

11
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A-ppalI achi i ris ird o Georg i a. Ift'iever * the col dest air is found

f .rtiier we-t , to the rear uf a trough I i ne that stretches across

southerii I iid i ar a ai-d lllinois, and the air behind the indicated

culd frfunt --s A.ctiially vj.armer than the air ahead of the cyclone.

Cold ciir riammi ng (e g., Forbes et. al, 19037) is in progress

a

Figure 2.3. Satellite images o-f the comma cloud of 19 January

19R7. Enhanced infrared images at ( a) 1 20 )0 UTC, (b) 1500 UTC,

(c)i~o 1)u-Tc, id) 2100 UTC. Visible images at (e) 1431 UTC, (f)
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over the area east of the Appalachians, and has impeded the

northward progress of the warm fro nt, which has barely crossed

the mountains into western Virginia on the western fringe of the

damming region and has stalled )vfer North Carulina near the axis

of the high-pressure ridge. A coa' rvclone has formed off-

shore of Virginia, and thEo ! or theri I ow to its rear is enhanc-

ing the confluence and frontocii <is along the damming-stalled

"warm" front over North F rolina.

Despite the proximity tot the stirfa(-e pressure ridqe, moder-

ate snow is occurring in a NV SE band from Bradford, FA to Wil-

liamsport, FA and toward -arrisburg, FA, where the precipitation

has turned to moderate raini. This is the first of the two meso-

scale snow bands that passed over the Pennsylvania wind profiler

network, and is occrrirj just east o f th e warm conveyor belt

cloud edge shown in Fig. 2.7c. This band yielded the first snow

event over the State College area arid over the McAlevy's Fort

("Shantytown") wind profiler from about 16-0 to 1900 UTC, during

whirh time sncw fell at a rate in excess of t) cm/h.

The second period of enhanced snowfall occurred for about an

hour at SLat- Collee, centered at about 220f- UTC, and accompan-

ied the developing patch of clouds that was over southwestern PA

at 2100 (Fig. 2.3d). Incidentally, there is a larger, meso-

alpha-scale region of moderate-heavy snowfall extending across

southwestern Ontario, southeastern Michigan, and northwestern

Ohio that does ho" p on the surface chart of Fig. 2.4. Move-

ment of the weather system was from slightly south of west, so

that this portion of the storm did not traverse the Penn State

17
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wind profilers. This latter snow area was in a region of low-

level convergence in the northwestern sector of the cyclone,

where the synoptic-scale conditions are generally favorable for

heaviest snows, and is in a geographic location where the effects

of Lakes Huron and Erie may have made some contribution toward

the enhanced precipitation.

Figure 2.5 shows time-height sections of the observed wind

velocities measured at the Crown, PA (Fig. 2.5a) and McAlevy's

Fort ("Shantytown"), PA (Fig. 2.5b) sites. A very striking fea-

ture of each of these diagrams is the rapid progression from a

wind speed maximum (about 1900 UTC at Crown and 2000 UTC at

McAlevy's Fort) to a wind speed minimum (about 0030 UTC/20) which

occurred in the region between the warm conveyor belt cloud edge

and the mid- and upper-tropospheric vortex center.

Figure 2.6a shows the wind velocity perturbations accompany-

ing the comma cloud at the 4.6 km level (approximately the 600 mb

pressure level), hand-computed by Forbes and Bankert (1987). A

broad view shows that there is a cyclonic perturbation wind cir-

culation of approximately 20 m/s tangential velocity and radius

'300-500 km accompanying the comma cloud. Even more obvious are

some mesoscale details, notably five mesoscale jets. The east-

ernmost of these, across east-central Pennsylvania, had been as-

sociated with the first shnrt-dir-ti-n (about 2-hour) moderate-

heavy snow event that had moved across the wind profiler network

a few hours earlier. Similar southerly and southeasterly pertur-

bation "jets" detected by the profilers, typically coming from

warmer and moister areas, have--in fact--been associated with
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precipitation events on most occasions, but having much weaker

speed-. At the anialysis time, the slot of dry air in Fig. 2.3

had begun to work its way into the central Pennsylvania, accompa-

nied by ceasing precipitation and brightening skies. As the

northwestern portion of the next wind maximum drifted across PA

from its location in southeastern Ohio in Fig. 2.6a, however, the

second brief heavy snow event occurred.

S0 200 400km

10/0

011 20 24. mERURATO

I9 JAN 198

0 --52 15m

Figure 2.6a. Time-space converted mapping of the perturbation
velocities at 4.6 kin, positioned relative to the comma cloud at

1930 UTC. Five belts of wind maxima are evident in east-

central Pennsylvania; across central South and North Carolina,
western Virginia, and into eastern West Virginia; in eastern
Ohio; in southwestern Indiana; and near the Ohio-Indiana-Kentucky

border. Each contains a perturbation wind speed of about 25 m/s
or greater.
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Figure 2.bb. Total time-space converted wind velocity field at
4.6 km pertaining to 1930 UTC on 19 January 1987.

The elongated pertuirbation wind maximum stretching from

South Carolina (or northeastern Georgia) to the Virginia-West

Virginia border relates almost perfectly to the sharp cloud edge

of Fig. 2.3b. It will subsequently be seen that the relationship

between this edge and the perturbation wind maximum was far bet-

ter than that between the total mid- and upper-level wind speeds

and the cloud edge on this occasion.

Also evident by comparing Figs. 2. ha and 2.3f is that the

sharp cloud edge across northern 0hiQ is occurring very nearly

22
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coincident with a belt of minimum perturbation velocities, ap-

pearing to separate strong easterlies and southeasterlies to it-

south from moderate easterlies to its north. The cloud edge ap-

pears to occur at a line of convergence of these perturbation ve-

locities. Since the true cold conveyor belt lies to the north of

the cloud edge, the easterlies and southeasterlies to its south

are somewhat anomalous. They are probably affiliated with the

development of a secondary pressure center over western West Vir-

ginia, and perhaps with a mesoscale area of enhanced mid-tropos-

pheric positive vorticity advection, and with the development of

the second mesoscale snow band.

Figure 2.6b shows the total time-space converted wind field

at 4.6 km for 1930 UTC, calculated by hand by Forbes and Bankert

(1987). The jet stream associated with the warm conveyor belt is

readily apparent. Also apparent is a zone of northwesterly flow

to the rear of the head of the comma cloud. This flow sets up a

deformation (confluence) zone across northern Ohio and Lake Erie,

with a southwesterly or southerly flow across eastern Ohio. A

tongue of relatively strong southwesterlies extends westward be-

neath or just south of the cloud edge.

Because the weather system was moving into a region of

strong prevailing southwesterly flow, with mean speeds ranging

from 20 to in excess of 40 m/s, the total winds do not show a

closed circular wind circulation at this time. Similarly, no

pressure level above 850 mb at 0000 UTC on 20 January showed

easterly winds, whereas all levels showed weak easterly wind com-

ponents at 1200 UTC on 19 January.
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Simple interpretation of the total observed winds--specific-

ally, the disappearance of the easterlies--would erroneously sug-

gest that the circulation with this system was weakening. In

fact, it was slowly intensifying, and intensified even more when

it reached the vicinity of the mean jet stream. Preparation of

a perturbation chart such as Fig. 2.6a, or a chart of system rel-

ative winds such as those used by Carlson (1980), allows for the

detection of perturbation (or relative) easterly winds, which in-

diLate that the comma cloud will be maintained or intensify. Con-

version of model-output and observed winds into cyclone-relative

winds on a regular basis would allow forecasters to make more re-

alistic assessments of the status of the evolution of the comma

cloud system and its substructures.

Time-space-conversion analyses have been prepared objective-

ly by Lee (1990) for a number of levels. Figure 2.7 shows the

steering velocity field used in this case study. As discussed

previously, to determine a steering field for disturbances embed-

ded in a baroclinic weather system such as this one, the 36h tem-

poral-mean winds are first averaged over a scale comparable to

the wavelength of the synoptic-scale weather system (1000 km ra-

dius in this case). Then these winds, at various levels and for

various layers, are examined objectively to find steering veloci-

ties which best match a set of velocities entered interactively

that represent the movement of various storm features seen in

satellite imagery. In this case, the 5 km level was objectively

chosen as most representative, but nevertheless showed small

speed and direction biases. A 4-degree azimuth adjustment was

24
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Figure 2.7. Steering winds used in the time-space conversion of
the case of 19 January 1987, by Lee (1990). Isotachs are in rn/s.

applied to correct for the direction mismatch, and a 5%. speed ad-

justment was made to adjust for the speed mismatch. The pertur-

bation quantities at all levels are displaced using this velocity

field.

Figure 2.8 shows the analyses at the 3 km level. Fig. 2.8a

displays the perturbation winds, while Fig. 2.8b displays the to-

tal time-space-converted wind field. The cold conveyor belt per-

turbation east-southeasterlies can be seen stretching from north-

eastern PA to southern MI. This corresponds quite well to the

northwestern cloud shield of Fig. 2.3. Strong perturba& ion south-

erlies stretch from GA to southern PA, corresponding well to the
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warm conveyor belt clouds of Fig. 2.7. A line of perturbation

cyclonic wind hifts from eastern AL to WV marks the cold front

position. A line of cyclonic wind shifts from extreme southwest-

ern VA (,,eir the KY border) to northwestern OH marks the trough

line of the e. tended or multi-centered low-pressure system at

this altitude. Fhis position and oritrtation indicates a reason-

able slope between the surface pressure trough of Fig. 2.4 and

the 4.6 I-m circulation center of Fig. 2.8a, with a bit more ex-

tension of the trough to the northwest. The total 3.0 km winds

of Fig. 2.8b are generally not as revealing, although they empha-

size the strength of the winds (up to 45 m/s) in the warm convey-

or belt from GA to the NC-VA burder.

Figure 2.9 shows the objectively computed perturbation and

total time-space-converted wind analyses at the 5.0 km level.

These analyses are rather similar to those at 4.6 km, Fig. 2.6.

The strength and orientation of the jet stream from AL to VA in

Fig. 2.9b is impressive, as is the split branch of the jet that

turns northward into southwestern PA. This feature is also a bit

sharper than at 4.6 km.

Figure 2.10 shows the objectively computed perturbation and

total time-space-converted wind analyses at the 7.0 km level.

Fig. 2.10a suggests that the branch of the jet entering south-

western PA from VA has become more jet streak-like at this alti-

tude. The hand-calculated total velocities at 9.1 km (Fig.

2.10c; from Forbes and Bankert, 1987) show a similar pattern.

Lee (1990) has also computed the system-relative winds for

this and several other cases. The distinction between the sys-
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tem-relative winds and the perturbation winds is that a single

velocity vector constant (the velocity of the center of the comma

cloud system, from 250 degrees of azimuth at 24.7 m/s) has been

subtracted from the observed winds to obtain the relative winds,

whereas a mean wind field (e.g., Fig. 2.2 for the 4.6 km level)

was subtracted from the observed winds to obtain the perturbation

winds. The latter mean winds generally show a change of direction

and speed from one geographic location to another. The velocity

of the center of the comma cloud system was computed from of a

series of satellite images, by tracking the position of the ap-

parent circulation center. In practice, the relative winds were

obtained as a follow-on step, subsequent to the computation of

the total time-space converted wind field. Thus, the time-space

converted relative winds are consistent with the total and per-

turbation winds, and will be almost identical to the perturbation

winds near the center of the cyclone at mid-tropospheric levels.

Figure 2.11 shows the time-height sections of the relative

velocities at the Crown and McAlevya Fort, PA profiler sites. By

intercomparison with Fig. 2.5, note that there are far more winds

with easterly components once the west-southwesterly phase velo-

city has been subtracted. Note also that the mean vertical wind

shear becomes more evident, in the form of a prevalent pattern of

low-level east-southeasterlies and upper-level southwesterlies or

northwesterlies.

Figure 2.12 shows the relative velocities and streamlines at

the 3.0 km level. The c/clonic circulation affiliate with the

synoptic-scale comma cloud of Fig. 2.3 is extremely well por-
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trayed. The circulation has one single center near the inter-

section of the KY, VA, and WV borders, whereas the perturbation

winds (Fig. 2.8a) suggested a more elongated trough axis oriented

northwestward. The streamlines actually diverge slightly away

from the center. These two observations are likely to be partly

a consequence of comparably sparce data there, in contrast to

where rawinsonde data has been augmented by wind profiler data,

allowing too much latitude for the streamline program. In addi-

tion, at this altitude the weather system still has a distinct

frontal zone to the southeast of the circulation center, so that

most of the convergence is likely to be occurring there, over

the Appalachian Mountains of North Carolina, Virginia, and West

Virginia. It is likely that the front sharply separates two air-

streams: warm relative-motion southwesterlies and cold relative-

motion northerlies. However, the streamlines are unrealistically

continuous across this region, which contributes to the lack of

apparent convergence with the cyclone at this level.

Two confluence zones can be seen at 3.0 km near and east of

the Appalachians. One connects to the circulation center and

extends southward into northern Georgia and then into southeast-

ern Alabama. The other is over central North Carolina and east-

ern South Carolina, where the warm conveyor belt is located. The

confluence zone in the perturbation winds focused on the latter

feature, which was not as important in terms of the affiliated

clouds and precipitation.

While it is tempting to call the western confluence zone the

cold front, it must be kept in mind that the trough line and cold
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front can become separated farther aloft. The mid-tropospheric

trough line sometimes coincides with the coldest temperatures

rather than the leading edge of the zone of temperature gradient

(which, by definition, is the location of the cold front).

Also shown on Fig. 2.12a are the time-space-converted poten-

tial temperatures at the 3.0 km level, based upon the rawinsonde

data. In paragraphs below, the advection of potential tempera-

ture by the relative wind, as shown in Fig. 2.12a, will be used

to compute a thermodynamic vertical velocity. Cold pockets are

present west of the circulation center, which is displaced some-

what toward the cold side of a baroclinic zone oriented along the

Appalachians.

The positioning of the strongest baroclinic zone over cen-

tral North Carolina is interesting, since the main trough lies

farther west, as discussed above. It is likely that the real

front was sharper, and positioned a bit farther west, than shown

by the potential temperature analysis. Virginia and central NC,

for example, are devoid of time-space converted rawinsonde obser-

vations, so that the gradient is smeared over the entire east-

west lengths of these States. However, as was also discussed

above, it is not at all inconsistent for the southwesterly rela-

tive winds over western North Carolina to lie rearward of the

largest temperature gradient. The true cold front at this level

could be found very near, but just east, of these wind sites.

A final step has been added to the time-space conversion

procedure for potential temperatures by Lee (1990) that has

helped reduce the "gradient-smearing" problem, in the following
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manner. When a rawinsonde site shows minimal temperature change

between the two soundings used in the time-space conversion (one

prior to and one after the analysis time), then all time-space

converted locations in between will be assigned the same poten-

tial temperature, thereby filling gaps in the data which allow

for the fictitious spreading of gradients into data-void regions.

The presence of the eastern confluence zone apparently ahead

of the cold front may signify the transition of this cyclone to a

katafront type, in which the air sinks down the cold frontal sur-

face aloft, and the cold front passage is "dry". The surface an-

alysis (Fig. 2.4) also shows a tendency for this, as there is a

trough and confluence line across southeastern Georgia and cen-

tral South Carolina, and a gradual temperature decrease to its

west. Some of the low-level cold air may have been retained west

of the Appalachians, while streaming eastward aloft. The cold

front may be re-forming at the surface in the lee of the Appala-

chians as the cold air aloft is mixed down to the surface. This

type of occurrence is well known in the lee of the Alps, and has

been cited by Petterssen (1941) as occurring over the Carolinas.

One of the authors (Forbes) noticed during the GALE field project

that cold air was slow to move into South Carolina at the sur-

face, and that this region was a frequent site for secondary

trough formation (with fronts lagging behind there, presumably in

response to the orographically retarded low-level cold advec-

tion).

Another confluence zone at 3.0 km is also clearly evident in

Fig. 2.12b, with airstreams contracting near Lake Erie from a
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broader source region along the East Coast from near the CI, sa-

peake Bay to Long Island. This corresponds to the cold conveyor

belt, and is somewhat more clearly portrayed than in the pertur-

bation winds (Fig. 2.8a).

The relative velocities and streamlines at the 5.0 km level

are shown in Figure 2.13. The cold pocket in the potential tem-

perature pattern in eastern KY, combined with the sharp trough in

the streamline pattern, gives a very strong signal that a short-

wave trough is present there. There is strong evidence of this

meso-alpha-scale feature in the satellite imagery (Fig. 2.3), and

it was this feature which subsequently triggered the second peri-

od of enhanced snowfall in PA.

Figure 2.14 shows the relative velocities and streamlines at

7.0 km. At this level there is no sign of the short wave trough

over eastern KY, indicating that the feature was not only meso-

scale in horizontal extent, but also limited in vertical depth.

For these meso-alpha-scale features, the errors of profiler-

measured vertical velocity were likely to be non-trivial percent-

ages of the true values and contaminated by the presence of smal-

ler-scale features and turbulence, and were not used. (However,

Dye [19903, undertook the painstaking quality control procedures

[see Appendix 43 needed to use profiler-measured vertical veloci-

ties in the work described in section 3.) Meso-alpha-scale ver-

tical velocities were computed through use of the thermodynamic

(adiabatic) omega equation. In this method, the motion is as-

sumed to be adiabatic, such that the observed temperature change

is due to horizontal temperature advection, to adiabatic warming
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or cooling during descent or ascent, and to the translation of a

steady state weather system over the observing location. With

these assmuptions, the vertical velocity becomes

-D - 1
W =-(Vh- V0(-) (2.4)

Thus, the vertical velocity compute, this method depends only

upon the airflow relative to the moving pattern of adiabats and

upon the ambhient static stability aG/ z.

Kinematic vertical velocities were not calculated as part of

the research by Lee (1990) because, for the cases studied, many

of the rawinsonde winds werc not reported above 400 mb (data lost

at low elevation angles be'-ause balloons were carried by the jet

stream), so that upper-level divergences could not be computed.

The profilers were typically able to measure the winds up to the

tropopause level until the axis of the jet stream passed the pro-

filer sites. Thereafter, the winds became noisy in the upper-

troposphere once the dry air west of the jet stream axis began to

advect over central Pennsylvania.

Figure 2.15 shows the thermodynamic vertical velocities at

the 3.0 km level, based upon Fig. 2.12. Bands of weak ascent can

be seen beneath the warm conveyor belt and under its intersection

with the cold conveyor belt. Strong descent is diagnosed over

southern TN, within the dry slot of the synoptic-scale comma

cloud.

Figure 2.16 shows the thermodynamic vertical velocities at

the 5.0 km level, based upon Fig. 2.13. Strong ascent can be

seen over NC, VA, and PA in affiliation with the warm conveyor
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belt. Pockets of ascent over OH and eastern TN appear to be af-

filiated with the short-wave trough discussed in the context of

Fig. 2.13. However, the number of quasi-circular maxima and min-

ima in this analysis suggest that there is some noise in the wind

and temperature fields, which may be partially eliminated by the

planned changes in the potential temperature analysis scheme dis-

cussed above.

Figure 2.17 shows the thermodynamic vertical velocities at

the 7.0 km level, based upon Fig. 2.14. The "bullseye" over

southwestern PA appears to be another manifestation of noisy wind

and potential temperature analyses, but the overall patterns of

ascent and descent seem reasonable.

Lee (1990) has expanded the time-space conversion studies to

include several additional cases. Meteorological features exam-

ined include other short-wave troughs, upper-level Jet streaks,

and their accompanying lower-level wind perturbations and jet

streaks.

The results presented above certainly lend optimism to the

prospects of producing enhanced synoptic or meso-alpha-scale di-

agnostic analyses using time-space converted rawinsonde and wind

profiler data. When the analyses are performed by time-space

converting the perturbations that are superimposed on a larger-

scale, quasi-stationary pattern, the ensuing analyses performed

to date do not show large sensitivities to the steady-state as-

sumption invoked in this method. The total wind fields obtained

in this manner are generally not as diagnostically useful as are

the perturbation winds and the relative winds, each of which can
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give different perspectives on the character of the weather sys-

tem under examination. The thermodynamic vertical velocities

computed in a similar manner seem diagnostically useful, though

this field is rather sensitive to the presence of noise in the

wind and temperature fields.

The most difficult aspect of the application of the time-

space conversion procedure proved to be the determination of the

appropriate layer to be used in the first-guess computation of

steering velocity. For meteorological features on meso-alpha

scales and linked to the baroclinicity of a travelling cyclone

system (i.e., a deep-tropospheric trough system), the mid-trop-

ospheric-layer spatially averaged wind described above worked

well. For shallower features, such as those affiliated with an

upper-level jet streak, the mid-tropospheric steering velocity

did not work as well, and a steering layer at a higher level was

used.

Actually, the us of time-height sections of profiler per-

turbation winds (departures from temporal means, layer by layer)

can help make the selection of the appropriate steering layer

less subjective. Because the organized pattern of significant

wind perturbations is often confined to a particular layer, that

layer tends to be the best one to use to compute the steering

velocity of the perturbation pattern.
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3. STUDIES OF MESO-BETA-SCALE PRECIPITATION BANDS

Dye (1990) used time-space conversion techniques to examine

the structure of meso-beta-scale precipitation bands. Since

these were of considerably smaller scale than the features stud-

ied by Lee (1990), it was necessary to use profiler winds aver-

aged for periods considerably shorter than an hour; say, 5 min-

utes or less. Also, since vertical velocities were expected to

be larger in the precipitation bands than in the mesa-alpha-

scale features, profiler-measured vertical velocities were used

directly, rather than deduced from the thermodynamic omega equa-

tion. Quality control measures used in obtaining vertical velo-

cities are presented in Appendix 4.

Since the precipitation bands could not always be seen in

satellite imagery, Dye collected radar imagery from the Penn

State WSR-74C radar and from NWS radars during the passage of a

number of precipitation bands across Central Pennsylvania. In

addition, he obtained precipitation data from a raingauge placed

at the McAlevy's Fort profiler site, from conventional hourly

surface stations and from a network operated by PEMA. This ena-

bled the definition of the time and space locations of the pre-

cipitation bands.

Profiler-measured horizontal wind velocities were broken in-

to components along and perpendicular to the precipitation band,

and combined with profiler-measured vertical velocities to obtain

airflow trajectories. Typical values of precipitation terminal

velocities were then used to determine precipitation trajectories

affiliated with the precipitation bands.
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Like Lee (1990), Dye found that the computation of relative

winds was rather sensitive to the layer selected for steering the

precipitation bands. Again, the use of the time-height sections

of profiler perturbation winds helped isolate the appropriate

steering layer. Choice of an improper steering velocity resulted

in a pattern of relative winds that gave precipitation trajector-

ies which did not correspond to the near-surface locations of the

radar and raingauge-detected precipitation.

Examples from two cases examined by Dye (1990) are presented

here. One case is from a warm sector rainband of 16-17 November

198B and the other is from a wide cold front rainband on 10-11

October 1988.

3.1 Case of 16-17 November 1988

Figure 3.1 shows the radar echo pattern at 0330 UTC on 16

November 1988. The rear edge of a rainband is over the McAlevy's

Fort wind profiler (SHA, "Shantytown") at this time, and is mov-

ing slowly eastward.

Figure 3.2 is a time-height section of the hourly winds at

the "Shantytown"/McAlevys Fort, PA site. Brackets indicate the

intensive observation period (IOP), when high-time-resolution

wind profiles were obtained. Two rainbands occurred during the

IOP, with the second one examined in more detail below. A

surface cold front passed at 0615 UTC. Figure 3.3 shows surface

analyses during the IOP.

Figure 3.4 shows the perturbation winds during the passage

of this rainband, computed level by level as the vector depar-
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Figure 3.1. Outline of the radar echo detected on the Penn State
WSR-74C weather radar at 0330 UTC on 16 November 1988. Dots show
the locations of companion weather data: DUJ, AOO, UNV, CXY, and
IPT refer to Dubois, Altoona, University Park, Harrisburg, and
WIlliamsport, PA airports where surface weather data are
collected at least hourly; SCE refers to the Borough of State
College, PA, where the Penn State radar is located on the
University Park Campus; SHA refers to the McAlevy's Fort
("Shantytown") VHF Doppler wind profiler site. Numbers show
distances relative to the WSR-74C radar.

tures from an 11-hour mean encompassing the entire precipitation

period. Below 3 km, perturbation winds had been westerly, shif-

ted to southerly just prior to the arrival of the rainband, and

remained southerly during the rainband. The layer from 3-6 km

had easterly winds throughout. Farther aloft, winds shifted

from northerly to westerly during the passage of the rainband.
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Figure 3.3. Surface analyses at (a) 0000 UTC and (b) 0300 UTC 17
November 1968 during the IOP of Fig. 3.2. Isobars (solid) at 2
mb intervals; isotherms (dashed) at 5 C intervals.
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Figure 3.4. Time-height section of horizontal perturbation wind

velocities at McAlevy's Fort, computed as vector departures from

the 11-hour mean (level by level) over the period encompassing
the rain event. A full wind barb denotes 5 m/s, and an arrow

painting toward the top of the diagram represents a southerly

wind. The time-height section covers the time period from 0210

UTC (right) through 0420 UTC (lfet) on 17 November 1988.

Figure 3.5 shows the velocities relative to the travelling

rainband. Streamlines in Fig. 3.5a depict the 2-dimensional

velocity in the vertical plane of the time-height section,

oriented across the rainband. Speeds of the rearward flow at the

4 km level were about 5 m/s. Isotachs denote flow normal to the

plane of the section, having direction along the band, with

positive values toward the NNE (1sf tward). Vertical velocities

are shown in Fig. 3.5b, and stippling denotes upward motion. The
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Figure 3.5. Time-height section of the relative winds in the x-z
plans through McAlevy's Fort, where x is the cross-front direc-
tion. (a) Streamlines (thin lines with arrows) of the cross-band
flow and iotachs (%olid; mis) of the band-parallel flow. Posi-
tive values indicate flow into the page (toward NN4E). (b)
Vertical velocities (cm/s); upward where stippled.
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0031 11OC88 39E-2JG 01224 17962 EBI

Figure 3.6. Enhanced infrared satellite image of the cloud bands
passing over Pennsylvania at 0031 UTC on 11 October 198B.

rainband was accompanied by upward vertical velocities through

about 5 km. A shallow layer of strong relative easterly flow,

shown in Fig. 3.4, separated the ascent from a belt of descent

further aloft. This warm sector rainband was nearly vertical,

perhaps suggesting its origin due to static instability rather

than conditional symmetric instability.

3.- _Case of 10-11 October 1988

Figure 3.6 shows an enhanced infrared satellite image of the

clouds associated with the case of 10-11 October 198. At this

time, 0031 UTC on 11 October, at least two rainbands have passed

the McAlevy's Fort wind profiler site (beneath the cloud band

across east-central PA), and a third is approaching. Figure 3.7
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Figure :3.7. Sequence of radar echoes from the Penn State WSR-74C
weather radar, at 0200, 0300, and 0400 UTC on 11 October 1986.
The dot at x-=0 refers to the WSR-74C radar site.
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shows a sequence of radar schematics during the passage of this

rainband over the "Shantytown"/McAlevys Fort, PA profiler site.

The latter radar-detected rainband is affiliated with the cloud

band over northwestern PA in Fig. 3.6.

Figure 3.8 shows a time-height section of the hourly winds

measured by the profiler, depicting the large-scale setting of

the IOP, which is indicated by brackets. The third rainband, ex-

amined in detail below, coincided with the passage of the front.

Figure 3.9 shows time-height sections of the high-resolution

total (a) and perturbation velocities (b) during the passage of

the wide cold frontal rainband between 0200 UTC and 0400 UTC on

11 October 1988, the thiud rainband of the IOP. There was evi-

dence that the front passed at 1 km prior to its passage at the

surface. In Fig. 3.9b, a sloping zone of vertical wind shear,

near 2 km at about 0100 UTC, near 4 km at 0230 UTC, and near 7 km

at 0300 UTC, also has front-like characteristics, and may have

been the remnant inversion of an old front that had previously

moved offshore. The slope of this front-like feature and the

low-level front were about 1:50. The passage of the rainband was

associated with the steepest slope.

Figure 3.10 shows streamlines of the relative winds (a) and

(b) vertical velocities during the passage of the rainband. Up-

ward velocities are stippled. Strongest ascent began just prior

to the onset of precipitation at the surface, shown near 4 km at

0200 UTC, and sloped upward above the frontal surface. A deeper

layer of ascent occurred toward the rear of the band at about

0301 UTC. Precipitation contin,,-d for a while after the ascent
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at altitudes below 4 km had apparently ceased. The latter per-

iod appears to be partly rela Pd to the time necessary for the

precipitation generated aloft to reach the ground. Passage of

the low-level cold front was marked by a shift from a flow along

the band in a northward direction to flow along the band in a

southward direction, as shown by the isotachs of band-parallel

flow in Fig. 3.10a. Band-normal flow also reversed direction

from rearward prior to the front passage to forward in the cold

air.

There were several subtle differences in the nature of the

two rainbands presented in this chapter. One was that the for-

a 9

8

7

6

1 5 . . . .

4

3

1 B3

3126 22 17 12 07 02 55 504641 36 31 26 22 17 12 0702 55 51 46 41 36 31
03UTc 02UTC SHA 01UTC

Figure 3.10. Time-height section of the relative wind* in the x-
z plane through McAlevy's Fort, where x is the cross-band direc-
tion. (a) Streamlines of the cross-band velocity and isotache
(dashed, m/s) of the band-parallel flow, with positive values
toward the north. (b) Vertical velocities (cm/s); stippling rep-
resents upward motion.
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ward relative flow across the rainband was quite weak in the nar-

row warm sector band of November 16, whereas there was a stronger

forward relative flow in the case of the wide cold frontal band

of 11 October. Rearward flows existed in both cases, but the

rearward flow appeared at the top of the rainband in the former

case, but appeared to be directly affiliated with the updraft of

the latter. In the former case, upward velocities were almost

co-located with the rainband, because precipitation was generated

and fell almost straight to the ground. In the latter case,

precipitation was generated in the sloping updraft on the front

(east) side of the rainband and swept rearward relative to the

band during its descent to the ground by the strong relative

flow.

Additional information about rainband character, both

through studies of additional rainbands during these cases, and

through studies of additional cases, is presented by Dye (1990).

It should be noted that neither of the rainbands presented in

this chapter exhibited a well-defined roll circulation in the

cross-band vertical plane, as might have been expected. Other

rainbands studied by Dye did have this character.
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4. STUDIES OF FRONTAL CIRCULATIONS

Knowlton (1987) used wind data obtained from two-station and

three-station VHF wind profiler networks to examine two cases of

atmospheric fronts in Pennsylvania and Colorado, respectively.

The first case study, of a snow and rain event on 11-12 November

1986, used the wind profilers at Crown and McAlevys Fort, PA, and

considered only cross-front variations. The second case study,

of a Colorado snowstorm on 26-29 September 1985, used wind pro-

filer data from a triangle of Colorado sites. The latter study

also examined the differences in results obtained through use of

2 versus 3 wind profilers, wherein along-front variations could

also be incorporated into the calculations. Figure 4.1 illus-

trates the locations of the 2-station and 3-station profiler net-

works used in the studies.

In the studies, a variety of quantities were computed, in-

cluding kinematic vertical velocities and kinematic quantities

relating to frontogenesis/frontolysis, front movement, and Q-vec-

tor forcing of frontal circulations. The inferences derived from

these analyses were evaluated in light of the observed weather.

The adiabatic form of Miller's (1948) equation for frontal

intensification is often used to evaluate processes which can

change the intensity of the cross-front (x-direction) temperature

gradient:

-t axax f ) "C"1 X -03Y . (4 .1 )

This equation is fairly amenable for use with 3-profiler-network

data, but less so in the case of a 2-profiler network. Because a

triangle of wind profilers enables the computation of the geo-
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C rown PENNSYLVANIA

DUJ

* McAlevys Fort
PIT

AO0
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DEN
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B

Figure 4. 1. The Pennsylvania and Colorado profiler networks. (A) Crown-McAlevys Fort
baseline located in western Pennsylvania, and (B) Platteville-Flagler-Fleming
triangle located in northeastern Colorado. (FAA observing stations: I)J - Dubois,
AOO - Altoona, PIT - Pittsburgh, DEN - Denvet)
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= u~, 's-- I iav -OV.. -Or _Ov

strophic winds, Iu = a-+U + w

Iu u u OU (4.2)

the two horizontal temperature gradient terms can be evaluated in

terms of the vertical wind shears of the geostrophic wind compo-

nents, through use of the thermal wind relationship. The geo-

strophic wind can be calculated only approximately using a two-

profiler network, because variations of the winds normal to the

baseline must be ignored: 1 N V + W--A
uU -UUag _ ( + + ,7

ag (4.3)

Vg AS, Vas f t 7 a7

This discourages use of (4.1), as does the difficulty in asses-

sing the third term on the right-hand side.

The adiabatic and inviscid form of the Sawyer-Eliassen equa-

tion was used (after Keyser and Carlson, 1984) to examine frontal

circulations,

J-_)L O + 2( av (f + a.v_ f+= 2(-J--I au

fo Ox, O 9 X & ax O2 z - Ox Oz x z 1, (4.4)

where # is a streamfunction in the x,z plane and x is in the

cross-front direction. The terms on the right-hand side of (4.4),

sometimes referred to as the Q-vector forcing terms, are shearing

and stretching deformations of the geostrophic winds, and are

similar to the horizontal terms in (4.1). These terms force age-

ostrophic circulations Uag and w, equal in magnitude to the ver-

tical gradient and negative x-direction gradient of the stream-

function, respectively. By using profiler winds to evaluate the

forcing terms, and defining the x-direction normal to the front,

the corresponding ageostrophic circulations were deduced in a
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qualitative sense.

Kinematic vertical velocities, ageostrophic velocities, and

thermal wind-derived temperature gradients were also calculated.

The kinematic vertical velocities in the 2- and 3-profiler cases

were computed from

w(z.) - W(ZO) - 2(1)Az,
OX (4.5)

w(z) w(z 0) - Az, (4.6)

i-I
respectively.

The frontal circulation diagnoses obtained from both the two

and three-station calculations generally compared favorably to

the observed weather. Periods of precipitation coincided with

those time periods during which the low- and middle-level geo-

strophic forcing suggested upward motion in the ageostrophic re-

sponse. The heaviest precipitation occurred during the period

diagnosed to havo the most intense rising motion. Non-precipita-

ting and decreasing-precipitation periods coincided with diag-

nosed low- and middle-level sinking. Upper-level ageostrophic

circulations were diagnosed in association with jet streak fea-

tures revealed in the profiler time-height wind profiles.

Some examples o- these diagnostic products are illustrated

below, and in more detail by Knowlton (1987). The general wea-

ther situation during the Pennsylvania snow and rain event of 11-

12 November 1986 is depicted in the cross-section of Figure 4.2

and in the surface analyses of Figure 4.3. A mid- and upper-lev-

el front passed over the 2-profiler network near 700 mb at 1200

UTC 11 November and is seen at the surface near Cape Hatteras,

NC. Another surface front is approaching Flint, MI (72637) at
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Figure 4.5 shows time-height sections of the geostrophic and

ageostrophic wind velocities derived from the 2-profiler network.

The geostrophic winds are not too disimilar, qualitatively, from

the observed winds (Fig. 4.4), especially after 1800 UTC. Howev-

er, the geostrophic winds show a more dramatic pattern of maximum

velocities in the zone of sloping maximum winds. The ageostroph-

ic velocities appear to exhibit noise in a few places, but gener-

ally show a coherent pattern. Above the sloping zone of maximum

geostrophic winds, the ageostrophic winds generally show an east-

erly component. At levels below 4 km, two periods of strong

south-southeasterly ageostrophic flow can be seen at about 1100

UTC and 2000 UTC. As in other cases, as noted by Forbes et al.

(1989), these wind maxima were affiliated with precipitation per-

iods, especially the earlier one. The second maximum was affili-

ated with the arrival of the surface-based front of Fig. 4.2 into

the profiler baseline.

Figure 4.6 shows a time-height section of the 2-profiler

kinematic vertical velocities for this case. Ascending motion

can be seen throughout the section aloft, corresponding well to

the layers and periods having easterly or southerly ageostrophic

winds in Fig. 4.5. Two periods of maximum ascent can be seen,

centered at about 1100 UTC 11 November and 0300 UTC 12 November.

The first period corresponds well to the time of the low-level

south-southeasterly ageostrophic winds of Fig. 4.5, and to the

period of heaviest precipitation. The weak secondary maximum of

ascent (5 cm/s at 1900 UTC) appears to correspond to the second
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Figure 4.6. Time-height section of two-profiler-derived
kinematic vertical velocities (cm/s), beginning at 0800 UTC 11
November 1986 (right). Positive values denote upward vertical
velocity. Vertical velocity at the ground has been set to 0.

period of south-southeasterly ageostrophic winds and to the low-

level front. However, the ascent appears to be too trivial in

relation to the ageostrophic velocities, which seem to convey the

more useful message for the forecaster in this case. The descent

thereafter, peaking at about 2200 UTC, follows the front passage.

Figure 4.7 shows the time-height section of the Q-vector

forcing of (4.4). Ageostrophic velocities are large where the

gradients of 0 are large, and are illustrated qualitatively by

arrows. Two periods of lower-tropospheric ascent are diagnosed

and correspond very well to the periods having south-southeaster-

ly ageostrophic wind maxima.
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Figure 4.7. Time-height section of two-profiler-derived 0-vector
forcing (solid; at intervals of 200 x 10-8 s-2) and inferred
ageostrophic circulations (vectors), beginning at 0800 UTC 11
November 1986 (right).

Thus, in this case of 2-profiler computations, the ageo-

strophic velocities and the 0-vector forcing fields seem to have

given the best diagnoses regarding the most significant weather

events: the 1100 UTC period of heaviest precipitation and the

1900 UTC low-level front passage. The kinematic vertical veloci-

ty gave a similar result overall, but did not highlight the low-

level front passage.

There were small but non-trivial differences between the

diagnosed circulations computed using 2-station versus 3-station

VHF wind profiler networks in Colorado. That case featured a
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highly curved jet stream and frontal system, in which appreciable

al'-.g-front variatioris were p.-esent. It is suggested that for

the PA case, in which the jet stream and front were less curved,

the two-station-diagnosed circulations were more accurate.

Figure 4.8 shows cross-sections nrough the Colorado profi-

ler triangle at 0000 and 1200 UTC on 29 September 1985. A front

can be seen extending from the surface near Monett, MO (72349) to

400 mb near Denver (72469), and moving slowly eastward.

Figure 4.9 shows time-height sections of the 2-profiler and

3-profiler mean winds on 28-29 September. The isotach pattern is

somewhat similar to that of Fig. 4.4, although the sloping wind

maximum is not as pronounced.

Figure 4.10 shows time-height sections of the geostrophic

wind velocities. As in the PA case, the 2-profiler geostrophic

wind field shows the sloping wind maximum (affiliated with a

frontal zone) more clearly than did the observed winds. The 3-

profiler field is quite similar.

Figure 4.11 shows the ageostrophic winds for the 2-profiler

and 3-profiler calculations. These are similar, although the 2-

site values at about 0000-0400 UTC 29 September in the lower

troposphere are stronger than those from the 3-profiler calcula-

tions. Moderate snow fell from about 2100 UTC 28 September to

0500 UTC 29 September, and heavy snow fell near 0000 UTC. Each

section of Fig. 4.11 correctly diagnosed that the later period

of strong ageostrophic southeasterlies (after 1000 UTC 29 Septem-

ber) would affect primarily the middle and upper-troposphere,
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Figure 4.11. Time-height sections of profiler-derived
ageostrophic velocities, beginning at 1800 UTC 29 September 1985
(right). Isotachs are at 5 m/s intervals. (a) T'.a-profiler
calculations. (b) Three-profiler calculations.

85



88

thereby being drier and less likely to induce precipitation. The

two-profiler diagnosis might have an edge in that the southerlies

are stronger and occur lower than in the 3-profiler diagrcsis.

However, the 3-profiler technique shows stronger easterly ageo-

strophic components, which seem to correspond better to the tim-

ing of the moderate to heavy snow event in this case.

Figure 4.12 shows time-height sections of 2-profiler and 3-

profiler kinematic vertical velocities. Both sections show two

periods of ascent, with the 3-profiler diagnosis perhaps relating

somewhat better to the precipitation observations.

Figure 4.13 shows time-height sections of the Q-vector for-

cing of ageostrophic circulations. Again, each section shows two

periods of ascent. The 2-profiler diagnosis focuses better on

the time of heaviest precipitation, but it must be concluded that

the moderate precipitation was treated better by the 3-profiler

diagnosis. In the latter, ascent would be present by 2100 UTC,

since the circulation about the -200 isopleth would be clockwise.

The very preliminary conclusion that can be drawn from these

two case studies is that 2-profiler calculations can give quite

meaningful results when the front happens to be oriented almost

normal to the baseline. Three-profiler calculations performed in

such a situation are not too different from those using two pro-

filers. In each case, ageostrophic velocities and Q-vector-

derived circulations seemed to give a diagnostic signal that was

better correlated to the significant weather than did the kine-

matic vertical velocity. Overall, a gratifying result in that

hourly wind profiler velocities can be used to compute fields

that have diagnostic value regarding mesoscale weather events.
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5. CONCLUDING REMARKS

A number of analysis techniques were examined during the

course of the research funded by AFGL. Some of the key

techniques are critiqued briefly here.

Time-Height Sections of Total Winds--These are most useful

when the background flow is weak or moderate and the magnitude of

the velocity variations associated with the travelling mesoscale

disturbances is comparable to that of the background flow. In

such situations, wind shifts, wind maxima and minima, and pat-

terns of direction variations can be inspected visually and yield

useful diagnostic information. By monitoring the trends of wind

direction in conjunction with general estimates of cyclone or

anticyclone movement, it is possible to infer where the centers

of cyclones and anticyclones are passing relative to the profiler

site (e.g., to its north or south).

Time-Height Sections of Perturbation Winds--When background

flow is strong, or when mesoscale disturbances are weak, removal

of the background velocity can reveal coherent patterns of wind

variations that reveal mesoscale structure; whereas the varia-

tions may appear to have been noise on the total wind display.

Mesoscale precipitation events or bands are often associated with

modest strengthening of the southerly or easterly wind component,

and can be highlighted using this technique.

Time-Height Sections of Relative Winds--In this technique a

single velocity is subtracted from all levels; namely, the propa-

gation velocity of the mesoscale weather feature of interest.

Vertical wind shears are more evident in this technique than in
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the perturbation velocity sections, in which the mean velocity

was subtracted, level by level. Knowledge of the prevailing wind

shear, together with the vertical velocity, can give insights in-

to air and precipitation trajectories. Relative streamlines of

the two-dimensional (x-z) flow are useful for depicting rainband

circulations.

Horizontal charts--The addition of profiler-measured winds

to synoptic upper-level charts often yields an improvement in the

analysis of the location of fronts, trough lines, and ridge axes.

Horizontal Charts with Time-Sace__gnvEign--The use of

time-space conversion of hourly profiler winds for periods of up

to +/- 6h appears to have value for mesoscale analysis of travel-

ling meso-alpha-scale features. For meso-beta-scale features,

shorter measurement intervals are needed, along with shorter win-

dows of steady-state assumption.

Vertical Velocities--A number of studies have shown that

profiler-measured vertical velocities, when processed carefully

and appropriately, can yield useful information on the meteoro-

logical phenomenon of interest. Care must be taken to remove the

effects of turbulence and gravity waves which often contaminate

high-temporal-frequency measurements, and the effects of precipi-

tation when using UHF-measured velocities.

Thermal Wind-Assumed Tem~eratureGr@adjntg-- Vertical shears

of the observed winds can generally be used to gain a qualitative

sense of the temperature gradient at levels above the friction

layer. However, ageostrophic effects (that are implicitly ig-

nored) can greatly reduce the correlation between the observed

shears and the geostrophic shears.
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0-Vector_ Forcing_ Streamfunctions--Preliminary studies by

Knowlton (1987) showed these to be of value. Further evaluation

is merited.

Kinematic Vertical Velociti esl Other Kinematic Quantities--

Carlson (1987) and Knowlton (1987) showed that kinematic quanti-

ties derived from multi-profiler networks could yield tremendous

amounts of mesoscale information. However, when the mesoscale

systems are smaller than the profiler triangle (for example) the

kinematic quantities cannot fully resolve the ma-,itudes of the

weather system's velocity perturbations, circulations, or diver-

gences. Two-profiler kinematic vertical velocities appear to have

some value when used in situations where the phenomenon of inter-

est is largely two-dimensional, such as fronts and rainbands.

The full benefit of wind profilers is yet to be realized.

The deployment of a network of wind profilers across the Midwest

will allow for real-time analysis improvet,,ents using the tech-

niques described above, and these improved diagnoses should lead

to improvements in nowcasting and very-short-term forecasting.

Further, the insertion of time-height series of data from the

profiler network into mesoscale numerical weather prediction

models, via four-dimensional data assimilation, will allow for

impressive improvements in mesoscale short-term forecasting. If,

in addition, efficient real-time and research use can be made of

the wind measuring and profiling capabilities of the NEXRAD net-

work of weather radars, the next decade promises to be one of the

most exciting in the history of meteorology.
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Analysis of Comparative Wind Profiler and Radiosonde Measurements

Dennis W. Thomson
Scott Rt. Williams

Department of Meteorology
Penn State University

University Park, PA 16802

ABSTRACT between such samples from a radiosonde ascending at 3
to 5 m sec" corresponds roughly to the maximum vertical

During the last three years a variety of wind profiler resolution of a profiler; : 100 and 300 m for UHF and
"calibration" experiments were performed at Penn State VHF systems, respectively.
University. These included a variety of profiler-radiosonde Profiler measurements of the radial veloc.ties are
intercomparison measurements, multiple tracking and derived from beams which are typically separated by about
analysis of the same sondes, profiler measurements with 150. Beam separation is, thus, a function of altitude but
parallel antenna beams and, finally, comparisons with a the effective horizontal spatial resolution also depends
conventional 10 cm Doppler radar. The results upon the average wind speed at the altitude of interest.
demonstrate that the primary source of uncertainty in Recent articles discussing multibeam profiler
earlier published comparative studies was the result of the measurements include references (10] and (14]. The
time dependent physical separation between the profilers uncertainties resulting from the separated beams are not
being evaluated and the reference radiosonde balloons, usually considered to be a problem.
We estimate the accuracy of profiler-derived velocities to However, atmospheric motions such as those
be better than ± I m sec" and recommend that associated with convective or wave motions can also be
consideration be given to using Doppler radar, optical or quite variable on much larger spatial scales than those
acoustic systems rather than radiosondes as standards for corresponding to the separated b-.ams. The effective
atmospheric wind measurements. spatial scales over which profiler signals are averaged due

to continuous renewal by the wind of the volume being
INTRODUCTION sampled also correspond to the range of distances, 10 to

100 kin, typically traversed by an ascending radiosonde.
Questions regarding the precision, accuracy and In this paper we will show that the variability of the

representativeness of wind profiler measurements have atmosphere is such that if one is interested in comparing
been sporadically researched for more than a decade. profiler-raob winds, or in constructing a database with
However, although a number of 'calibration" experiments combined (integrated) profiler and raob data, it is
comparing profiler with raob-derived winds have been necessary to consider the separation between the sample
performed [5, 2, 9, 12, 1, 3, 7, 6, 8] no single one of these locations. First, we present a series of measurements
experiments has been able to resolve all of the which help to define the operational precision of
outstanding questions. radiosonde-measured winds. A variety of raob-based and

It is precisely because measurements made with profiler-dei .oedl winds are then compared. Finally we
remote sensing Doppler radars are so different from those show measurements obtained using two colocated, parallel,
obtained with balloon-borne radiosondes that calibration like pointed antennas. The results of all these
by comparison is problematical. Profiler-measured winds comparisons dearly show that calibration experiments can
are derived by spectrally processing thousands (typically > be seriously compromised not only as a consequence of
75,000) of independent samples of a relatively noisy signal undersampling by raobs but also by uncertainties which
from a stationary volume (- 10' to 10e m /range gate) result from the varying separations in the spatially
through which the radar signal scattering refractive inhomogeneous atmosphere.
inhomogeneities are translated at a wind speed dependent
rate. In contrast radiosondes provide only a series of DESCRIPTION OF THE PENN STATE EXPERIMENTS
*snapshots* of the winds along the particular trajectory
taken by the balloon. There is no guarantee that an During a series of optical and radar propagation-
individual radiosonde datum will be a representative related experiments conducted principally in April and
sample. May, 1986 near State College, PA winds were measured

The spectral estimates from which individual profiler with both Penn State's "Shantytown' VHF (50 MHz) wind
velocity values are extracted are typically 30 to 90 sec profiler and two LORAN-based raob wind profiling
averages. Typical sampling intervals for digital systems; one belonging to Air Force Geophysical
radiosondes range from 5 to 30 see. However, due to Laboratory (AFGL) and the second to the Naval
the methods used to analyze the balloon's changing Postgraduate School (NPS). During these experiments a
position winds are rarely reported more frequently than total of 35 radiosondes were launched. During 16
once or twice per minute. Thus, the change in altitude soundings profiler winds were recorded at 5 min or

$37 CH2825-8/90/0000-0537/$01.00
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shorter intervals. During 14 of the soundings the same measurement volumes, during July 1989 we set up the two
balloon was simultaneously and independently tracked Co-Co antennas for the UHF profiler side by side with
using both the AFGL and NPS analysis and recording the same polarization and pointing az1, g. With the
systems. antennas in this configuration measurements of the wind

All of the above radiosondes were launched from the velocity along the antenna azimuthal pointing directioL
lab on the roof of the Walker Building on campus. Penn weie made from 21Z on 14 July to 5Z on 16 Jly 1989.
State's Shantytown profiler is located about 16.4 km south
of the Walker Building. Using the high resolution node RESULTS
( Z = 290 m) individual wind profiles were usually
logged with the profiler for 90 sec at 5 rain intervals. Table I includes not only the results of our measurements
The average ascent rate of the radiosonde balloons was but also values reported in references [6], [5], and [11].
about 5 m sec". Thus, in the time required for the Insofar as possible Table I includes values of the relevan.
balloon to reach 8 kn (max. range in the profiler's high standard deviations, bias's and correlation coefficients.
resolution mode), about 5 separate wind profiles were
logged with the radar. Since clear skies were a necessary T'MJ tP Stm ,ca ,w ,,meM m
condition for the optical measurements, wind directions
during the individual experimental runs were generally Typ (RO Snd De-, a Cam. cow.
northwesterly. Fig. I shows the radar and balloon launch
sites and a composite map of these raob trajectories. GMD 7. .&V, (6)

GMD A.-11 M/s

SAFGLLORAI L90 4& 4314, O.

L-N LORAN 1.20n/6 ' J5 ./6 C M4

GN-D 51) r/s 04

NSSL PROF.

T GMD (6) rn-/M

L4 PSU PROF. 482 dg,' 1.45 d&' 0.96
1

Raobs at PSU 3.31 =n/z -0.0 M/s 0-95

0 PSL50 M-J 22.63 d& -L23 dg. oi

PSU 400 MH2 2.8 r/I 1216 M/6 0

PSU 4W KOIz
_0L (11)

NCAR CP-2 0.94 M/6 -0.2 rn/s 0.90

Figure 1. Trajectories for all balloons launched in 1986 and 1988. All LHF ANTI
1986 launches were from L1, Walker Bldg. on campus. Three UHF ANT2 0.91 rn$ 0.04. £ 0.95
additional launch sites were used in '988 so that the balloons would
approach L4, the Shantytown profiler site LORAN wedes anty

The next set of profiler-raob comparison Iob-Raob Comparisons-In order to evalate the relative
measurements was completed on selected days between 2
August and 14 October 1988. During this period a total precision of the radiosonde-measured winds we first
of 16 raobs were launched. The purpose of these constructed a scatter diagram (Fig. 2) of the wind values
soundings was to gather additional comparative values for which were derived from seven profiles which included
minimal separations between the profiler volume and the simultaneous tracking of a single sonde with the AFGL
balloon's changing location. In order to do this the raobs stems. Meastired speeds ranged from 3.5 to
were launched on selected days at four different sites 48.5 m .c'. Values which departed by more than ± 2
which were nominally upwind of the profiler. The a from the first regression fit were rejected. With few
trajectories for these balloons are also shown on Fig. 1. exceptions these data, - 12 ' of the total, could be

During the 1988 experiments our UHF profiler was clealy identified to be ihe consequence of substandard
set up at its Circleville Farm location which is LORAN signals. The correlation coefficient for linear
approximately 15 km N of the VHF Shantytown site. The regression was r - 0.994. We were unable to determine
exteon of thispaperalso includes the results of 744 the source of a 0.42 m sec " bias. Only 144 points arenert section of this paper ato i tude (- 1.8 of 744 shown an Fig. 2 because it illustrates only the values athours (:2 1 month) of winds at one altitude (-1.8 kmag about 500 mn height intervals.

measured concurrently with the UHF and VfF profilers.
Yet another additional set of comparative values Proffler-Raob Comparisons-Fig. 3 shows the scatter

consisted of winds measured independently with the UHF liagram for our profiler versus mob-measured speeds.
profiler and NCAR's CP-2 10 cm Doppler radar during Sea lue for thi omaris were byfis
the 1986 MIST project [11]. Speed values for this comparison were chosen by first

Finally in an attempt to absolutely minimize the applying a 7-point triangular filter to the time sries of
raob wind values. This was done in order to producepossibiity of variability associated with separated smoothing which might be comparable to the
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00 The mean PASD for all the wind speed values derived
reI' from the seven simultaneously tracked balloons was 4.1%.

40 q.This is representative, we believe, of the precision which
. ecan be expected of the LORAN-based radiosondes wf,,'!h

Or are commonly in use today. Using the Doppler frcquency-
measuring profiler with its stationary beam as a

Jio reference,the mean PA SD for all the wind speed values
Sam shown in Fig. 3 was calculated to be 15.8%. Was this

2o 0 large PASD primarily the consequence of temporal
fluc,ations combined with undersampling by the raobs er

- '% a result of spatial or temporal v .iiability in the winds?

Dependence Upon Separation--To examine the dependence
of the PASD on profiler-raob separation (s) raob

0 10 96 30 0 5o trajectories were calculated to establish the position of
WINO SPED (IVS), £FOL each balloon with respect to the profiler for each wind

fiugm 2. Scatter plot of 144 wind spees rcrdrd during seven speed datum. Fig. 4 was constructed by stratifying the
launches. i-Ach balloon was concurrently tracked u separate PASD values into various separation classes (1 km bins to
LORAN swual receiven and vroceasom 23 kIn, 4 km bins to 38 km, and a final bin for values
averaging" associated with the 290 m vertical resolution >38 ki). In order to establish whether or not the

of the profiler. Ine .,Jual wind values were then PASD's would change at even larger separations we added

extracted at the heights corresponding most closely (:t 20 the following additional data to Fig. 4. For s = 145 kn

m) to the udpoint of each profiler range gate. Again the mean PASD was calculated for differences between
valuez depacting by more than ± 2 0 were rejected (- hourly winds measured with our Shantytown and Crow'

13%). The rejected data points in this case were such PA profilers during Jan, 1987. For s = 228 and 257 km,
that if they had been sul'tfr-ed to consensus checks, they respectively, the winds at 12 hr intervals during Jan 1987
would not have been used in calculating, for example, an from the Shantytown profiler and the National Weather
hourly wind profile. Although the correlation coefficient, Service (NWS) upper air soundings from Pittsburgh, PA

0.93, might appear to be satisfactory, we questioned the and Buffalo, NY, were used. Finally, for the largest
source of the evident scatter. nearly synoptic-scale separation, s = 297 kin, the PASD

values were calculated using the January 1987 NWS upper
o air data from Pittsburgh and Buffalo.

050

440 i
dII

0 ZM. ,,VA0. 28 8. 9.5 18.6 48.0 230

rgm 3. Settr p coimpi profler ad raob-measured wind LOG SEPARATION (1()
peeds Database compiled fram M6 6 and 1988 launches included Figure 4. Percentile absolute spe differene, PASD, as a function of

8? VWlM the log of the separation beween locations of measuremeaL Unlabeed
Percentile Absolute Speed Differences-Previous pont are grouped mea- from the 966 and 88 laund near Peon
comparative studies had reported only rms or standard State. Labeled points include one month of hourly values fom the
deviationm of mob-raob or raob-profiler differences. Mantytown and Cm" VHF profilen one month of 12 hourly
Furthert ore, most of w, reported measurements were bAntytown profier winds compared with NWS operational ELnsburgh

And Buflalo soundings, and one month of 12 hourly operational
made for relati-.ly ught wind :meeds. In order to provide sowdi from bWbou ,d 1dafl,
. ,an.,re of performar whicm. would not be dependent
upon relative numbers of high an low wind speed values
we chose, in addition, to calculate the percentile of the Temporal Varlability-ldeally one would like to be able
absolute sped difference, to discriminate between those contributions to the variance

u,- U, resulting from spatial gradients and those associated with
PASD - 100 (1) temporal changes. We performed the parallel beam

U, experiment to evaluate bow well the velocities measured
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in one beam would correspond to those in a second. Fig. CONCLUSIONS
5 shows a 3 hour time series cf winds at 1.5 km agl
recorded with antennas I and 2. The velocities derived Our results indicate that the acc-,racy oi profiler
from the separate beams track one another closely but measured winds is substantially better than has been
also clearly show the natural variability of the winds. The previously reported, less than ± I ni rec. The
time labeled 'onset of convection" (10:12 LT) we believe uncertainty in profilcr-derived wind speeds and direction
corresponded to the onset of cumulus convection at the is clearly significantly less than the natural variability of
measurement altitude. Such changes in velocity variability the wind. Rather than using radiosondes which are highly
are also characteristic of boundary layer winds and the prone to undersampling errors as a measurement
development of thermal "plume convection. Fig. 6 shows "standard', we recommend that serious consideration
the scatter diagram for the two antennas for the entire 33 should now be given to developing a standard for
hour measurement period. The stan 3ard deviation was atmospheric velocity measurements which is based on
0.91 rn sec 1. This result is comparable to that obtained analysis of signal Doppler frequency shifts. For that
by Walikis & Forbes 11 who compared velocities purpose profiling radar, lidar or sodar (or some
measured with our UHF profiler with those obtained with combination thereof) systems could be used.
NCAR 's CP-2 Doppler radar.
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APPENDIX 4

NOTES ON THE QUALITY CONTROL OF WIND PROFILER DATA

adapted from an unpublished manuscript

by Tim Dye

The Pennsylvanis State University

May, 1990
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A. QLlity control of wind profiler measurements -- Overview

Goal: Remove spurious data from high-temporal (5-minute) 404 MHz
and 50 MHz wind profiler data sets

Method: Sequentially applied a 3-step process:
1. interactive spectral reconstruction of the Doppler

signal (1)
2. deletion of vertically and temporally inconsistent

observations
3. use of a 1-3-5-3-1 moving filter to reduce small-scale

fluctuations (2)

Results: Produced dynamically, vertically, and temporally consistent wind
profiler data which enabled diagnoses of the phenomena being
studied (eg. mesoscale rainbands)
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B. OMlity Control of Profiler Data -- Additional Details

1. Search for a threshold which selectively filters *good' and "bad'
profiler data

Goal: Process known "good" and "bad" profiler data to determine
if a threshold can be chosen to filter the Obad" data

Ideally (schematically shown below), the "good" and "bad
data should significantly differ50 --

Tho Val=j VodtDa - "BDd

Method: BST 48
*used the 0,1t,and 2"' moments (return power, radial

velocity, and spectrum width), signal-to-noise ratio,
noise, divergence, and vertical shear as criteria
to test for a threshold

-applied to 5-minute data (10,000 observations), which
were subjectively stratified into "good" and "bad
observations using the technique described in I.A.

-created histograms of 'good" and "bad" data
Results:

•histograms, shown below for signal-to-noise ratio (1) and
vertical wind shear (2), indicate that "good" and "bad"
histograms coincide; thus, a threshold method of quality
control will not selectively filter *good" and "bad*
data

-these results suggest that quality control must be
performed with the Doppler spectra
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2. Identification of errors in spectra

coal: Understand the shortcomings of Doppler signal processing
and identify any consistent error patterns

Method:
.used both 404 MHz and 50 MHz Doppler spectra
-displayed Doppler spectra as a time series at a particular

height and, as previously shown, as a function of height

Results: Numercus errors in 404 MHz and 50 KHz wind profiler
Doppler spectra were identified:

-Spectra (height section)
-non-atmospheric signals were processed (i)
'aircraft interference (2)
'radio or system interference (3)
'precipitation being sensed (can be corrected using the

vertical velocity) (4)

-Spectra (time section)

'non-atmospheric signal was processed (5)
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3) Methods of quality control utilizing Doppler spectra (research in

progress)

Goal: Develop quality control with Doppler spectra that

utilize the quasi-persistent nature of the atmosphere

Method: Utilized a 30-minute, consensus-averaged, time-lagged
profile with a ±7ms"' window to identify poor signal
processing; if the chosen Doppler signal occurs outside
the window, a new signal should be analyzed within the
window

Results: As a first guess, a time-lagged profile is useful to
identify poor signal processing (1)
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C. Studies of wid! profiler-easured vertical velocity

Coal: Determine the representativeness of wind profiler-measured
vertical velocity

1. Experiment I Research conducted for a paper written for Indirect
Atmospheric Probing (graduate course in remote sensing)

Tests
Performed:

a. Analyzed zenith beam Doppler spectra to determine
the nature of the signal

b. Tested weighted, moving filters on vertical velocity
data

c. Attempted to produce well-defined Doppler spectra
by altering wind profiler sampling rates

d. Compared 404 MHz and 50 MHz wind profiler-measured
vertical velocities, these sites were separated
by 15 km

Test
Results:

a. Doppler spectra were broad, typical of multiple
velocities being sensed

b. Weighted filters reduced the noise and the
variability (associated with turbulent and cumulus

scale motions) while preserving the mean signal
c. Altering wind profiler sampling rates produced mixed

and inconclusive results
d. Comparison of 404 MHz and 50 MHz vertical velocity

(displayed below) showed agreement in direction,
but differed in magnitude (the 404 MHz wind

profiler measured stronger velocities) (1)
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2. Experiment II Comparison of hourly averaged 50 MHz wind
profiler-measured vertical velocity and
kinematically derived vertical velocity from a
triangle of 50 MHz wind profilers

Method:
*Used profiler-measured horizontal winds from a

triangle of three 50 MHz wind profilers to
kinematically derive vertical velocity for the
centroid of the triangle ( (1), shown below) and
compare to hourly averaged profiler-measured
vertical velocities at Indiana, PA (IND), 50 MHz
wind profiler

-Applied to March 7, 1990, data

Results:
•Individual vertical velocity profiles had a large

degree of variability, as indicated by the 24 hourly
vertical velocity profiles (2) and the scatter plot
(4)

-The 24-hour mean profiles (3) were similar below
5 km.

-Other days studied varied, with some days showing
strong agreement while others had less agreement
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